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ABSTRACT

Transient Queueing Approximations for Computer

Networks. (December 1986)

William A. Baker, B.S., Rutgers University

Chair of Advisory Committee: Dr. P. E. Cantrell

The objective of this thesis was to evaluate the performance of several transient

queue approximations. The approximations were tested and characterized for a single

M/M/1 queue and a tandem queue (two node) network.

The �ve approximations tested in this thesis used a closure assumption to obtain

the probability of an empty system. Then, depending on the method, equations

were integrated to obtain the mean and, in some cases, the variance. Johnston's

and Rider's methods solved for just the mean. Rothkopf/Oren's and Chang/Wang's

methods obtained mean and variance values, and Clark's method produced several

quantities which were used to �nd mean and variance statistics.

For the M/M/1 case, the approximations by Clark and Chang were very accurate

over a wide range of input patterns and initial conditions. Rothkopf's was accurate

over all conditions but never as accurate as Chang or Clark. Johnston's and Rider's

approximations performed acceptably only over some of the cases. The hardest condi-

tions to follow, based on relative error, were low utilization cases with a large number

in the queue at t = 0.

For nonstationary arrival patterns into the M/M/1 queue, Clark's method was

superior to all others; mean and variance values were always within three percent of

the exact.



iv

For the tandem queue, equations for dM=dt and dV=dt were derived to observe

dependencies on joint probabilities between the queues. While the rate of change of

the mean was only a function of the marginal probabilities of each queue, the rate

of change for the variance included joint probability terms. An assumption of queue

independence was made in order to implement the closure assumptions for the tandem

queue.

The approximations by Chang and Clark were very accurate in producing the

mean. For low utilization cases, the methods experienced di�culties in following the

true variance values. This was due to inaccuracies in the assumption that the two

queues were independent of each other.

In conclusion, the methods by Chang/Wang and Clark hold promise for use in

modeling computer networks, particularly for the mean in each queue.
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CHAPTER I

INTRODUCTION

The objective of this thesis is to evaluate the performance of several transient queueing

approximations for a network of queues. These approximations will be tested and

characterized for a single M/M/1 and a tandem queue (2 node) network [1].

The statistics of queueing systems, such as the mean number in each queue and

the variance, are often computed using steady state assumptions. In many systems,

however, the queue parameters change with time and steady state assumptions lead to

erroneous mean and variance quantities. It is therefore desirable to solve the transient

system. Unfortunately, solutions to transient queueing systems are di�cult to obtain.

Although an analytic solution exists for the single M/M/1 queue, a network of two

such queues remains an open problem. The approximation methods are used reduce

the computational complexity of existing transient solutions and to provide insight

into the behavior of systems for which no analytic solution exists. It is hoped that this

research will serve to improve present methods of modelling computer networks [2].

A. Queueing Theory Background

Central to interpreting results from any queueing model is the understanding of the

underlying queueing process. If you now refer to Fig. 1, you will see an example of

the L

a

T

E

X picture environment. Of particular importance are �ve basic character-

istics [3]: arrival pattern of customers, service pattern of servers, queue discipline,

system capacity, and the number of service channels.

Journal model is IEEE Transactions on Automatic Control.
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Fig. 1. A sample picture environment.

B. Network Applications

The study of a network of queues can be used to provide useful information for the

design and maintenance of computer networks, where several computers are com-

municating with each other. On the design side, the modeling of a network can

provide statistics such the average number of packets waiting to be transmitted at

each computer [4].

C. Solution Methods

The most common numerical solution to the transient queueing model is found

through the use of the Kolmogorov forward equations [5]. This method can handle

non-stationary arrival and service rates and, for reasonable error bounds, provides

an exact solution. One equation is integrated to �nd the probability of being in a

particular state.

D. Thesis Structure

Chapter II starts by reviewing some of the fundamentals in queueing theory upon

which the approximations are based. The closure approximations are presented for

the M/M/1 queue and compared to reveal di�erences in structure [6].
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In Chapter III the M/M/1 approximations are tested against exact methods

for both stationary and nonstationary arrival patterns. The stationary cases are

compared against exact results from Cantrell [7, 8], while the nonstationary cases will

be compared to solutions from Kolmogorov forward equations. Each approximation

will be characterized to show areas of weakness and strength.

In Chapter IV the methods proving to be most accurate will be tested in a two

node feed-forward network, otherwise known as the tandem queue. The results are

compared against the Kolmogorov forward equation solutions and results from the

previous chapter to see the e�ect of the �rst node on the accuracy of the second node

results.

In Chapter V �nal conclusions are drawn and suggestions for further research

topics are suggested. An equation using the equation environment

lim

x!0

sin x

x

= 1; (1.1)

and one using the displaymath environment

r

1 +

q

1 +

p

1 + x:

are displayed here. Now refer to Fig. 2 for another example of what you can do with

the L

a

T

E

X picture environment.
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CHAPTER II

CLOSURE APPROXIMATIONS IN THE TANDEM QUEUE

The purpose of this chapter is to extend the results from the M/M/1 queue to a

two queue system consisting of a M/M/1 queue whose output is directed to a second

Markovian queue. This small network is known as a tandem queue and is depicted

in Fig. 3. The size of this network makes possible a solution by near-exact methods

so that the closure methods can be evaluated for the dependencies of the mean and

variance of the second queue on the state of the �rst queue. Since the �rst queue of

the tandem is simply M/M/1, this chapter will concentrate on the results from the

second queue. The two most accurate closure assumptions, Clark and Chang/Wang,

will be compared against the Kolmogorov solution [9].

A. The Kolmogorov Solution

The state space for the tandem queue is a two-dimensional lattice of states indexed

by the number in each queue. For example, P

1;2

(t) is the probability that there is one

in the �rst queue and two in the second. The size of the state space depends on the

maximum number in each queue. If each queue can hold 49 items, including server,

than the number of possible states is 50

2

or 2500 [10].

The Kolmogorov solution for the tandem queue was obtained using a stochastic

balance between various states of the birth-death process. Fig. 4 shows the stochastic

balance used to obtain (2.4). The Kolmogorov equation set for the tandem queue

was found to be

dP

0;0

dt

= � (

1

+ 

2

)P

0;0

+ �

2

P

0;1

(2.1)

dP

0;i

dt

= � (

1

+ 

2

+ �

2

)P

0;i

+ �

2

P

0;i+1
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+ 

2

P

0;i�1

+ �

1

P

1;i�1

i = 1; 2; 3::: (2.2)

dP

j;0

dt

= � (

1

+ 

2

+ �

1

)P

j;0

+ 

1

P

j�1;0

+ �

2

P

j;1

j = 1; 2; 3::: (2.3)

dP

j;i

dt

= � (

1

+ 

2

+ �

1

+ �

2

)P

j;i

+ 

1

P

j�1;i

+ �

2

P

j;i+1

+ 

2

P

j;i�1

+ �

1

P

j+1;i�1

j; i = 1; 2; 3::: (2.4)

The mean and variance statistics for the second queue are obtained by the fol-

lowing equations:

M

2

=

1

X

i=1

i �

1

X

j=0

P

j;i

and

V

2

=

1

X

i=1

i

2

�

1

X

j=0

P

j;i

�M

2

2

:

Calculation of the mean and variance requires the truncation of the M/M/1=1 to

some maximum number of states. Stated di�erently, the M/M/1/1 queue model is

approximated by an M/M/1/k queue. While it is impossible to evaluate the error in

this approximation, an indication of the truncation error can be obtained by summing

all the probability states up to state k and subtracting this total from one. This yields

the probability of being in a state greater than k. If this value is very small then its

product with i and i

2

will also be small.

It is easy to see how large and complicated the Kolmogorov equation set can

become for just a small network, and the usefulness of an accurate, state-reducing

approximation [11].

B. Approximations for the Tandem Queue

1. Independent Queue Assumption

Jackson [12] showed that a network of queues can be analyzed as a group of indepen-

dent M/M/1 queues when the network is operating under steady-state conditions.
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One method to approximate the tandem queue state space is to assume that the in-

dependence holds under transient conditions as well. By assuming the two queues are

independent, the joint probability P

j;i

simply becomes the product of the marginal

probabilities, P

j

and P

i

. Thus, the number of states needed to model the tandem

M/M/1/50 queue by the Kolmogorov equations decreases from 2500 to 100.

Since the primary motivation behind the approximation methods is to obtain

accurate mean and variance statistics for the queues, it is of interest to investigate

errors induced by assuming the queues to be independent. The mean and variance

statistics for the �rst and second queues are de�ned as

M

1

=

1

X

j=1

j � P

j

V

1

=

1

X

j=1

j

2

� P

j

�M

2

1

;

and

M

2

=

1

X

i=1

i � P

i

(2.5)

V

2

=

1

X

i=1

i

2

� P

i

�M

2

2

: (2.6)

The accuracy of P

j

for j > 0 will determine the e�ectiveness of the independence

assumption. By de�nition, P

j

=

P

1

i=0

P

j;i

. By summing (2.3) and (2.4), we obtain

dP

j

dt

= � (

1

+ 

2

+ �

1

)

1

X

i=0

P

j;i

� �

2

1

X

i=1

P

j;i

+ 

1

1

X

i=0

P

j�1;i

+ �

1

1

X

i=1

P

j+1;i�1

+ �

2

1

X

i=0

P

j;i+1

:

By gathering similar terms and summing, the above equation simpli�es to

dP

j

dt

= � (

1

+ �

1

)P

j

+ 

1

P

j�1

+ �

1

P

j+1

; j = 1; 2; 3:::
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which is identical to (2.4) developed for the single M/M/1 queue. This is true because

the addition of the second queue does not e�ect the �rst in any manner. If, however,

there was feedback from the second queue to the �rst then this result would no longer

hold.

The equation for dP

i

=dt for the second queue will now be derived to show how the

joint probability state must be decoupled to obtain the independent queue probability

equations.

2. Closure Approximations for the Tandem Queue

The approximations by Clark and Chang/Wang were shown in the previous chapter

to be most accurate for the M/M/1 queue. In this section, we will investigate the

extension of these approximations for the tandem queue. The resulting equation for

dM

2

=dt is

dM

2

dt

= 

2

+ �

1

(1� P0

1

)� �

2

(1� P0

2

) : (2.7)

To derive dV

2

=dt, we di�erentiate (2.6) to obtain

dV

2

dt

=

1

X

i=1

i

2

�

dP

i

dt

� 2M

2

�

dM

2

dt

: (2.8)

C. Implementation and Results

Clearly, there are two issues concerning the accuracy of the closure approximations in

a tandem queue. The �rst is the accuracy of the assumption of independent queues.

When is the assumption that P0

2

is independent on the state of the �rst queue a good

one? Also, what error results from the approximation for V

2

(t) via (2.8)? The second

concern is how well the closure approximations model the independent tandem queue.

Since the independence assumption makes the tandem queue a network of two M/M/1

queues, the second issue was largely answered in the previous chapter. Therefore this
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chapter will be dedicated to investigating the performance of the independent queue

assumption [13].

1. Test Conditions

Three approximations were compared against the truncated Kolmogorov solution for

the tandem queue: the independent Kolmogorov solution, Chang/Wang's approxi-

mation, and Clark's approximation. The test cases were the same as those discussed

in Chapter I, except that cases with � close to or greater than one could not be in-

cluded. This is because the truncated Kolmogorov equation set models the tandem

queue as two dependent M/M/1/k queues, requiring the integration of k

2

equations.

If � becomes too large then the probability of being in a state with greater than k in

a queue can no longer be neglected, resulting in mean and variance inaccuracies. We

used k = 50 which limited � � 0:8.

2. Results

The approximations all performed well for most of the conditions presented. The

most accurate of the three was the Kolmogorov independent solution by a very small

margin over Clark. Chang/Wang's method also was accurate, but it encountered

di�culty with the high M

0

, low utilization cases. See Table I for the full comparison.

The comparable performance of the approximations is shown in Fig. 5. The Appendix

also contains plots for the worst case percent error and the mean-square error.

As can be seen from Table II, Chang's method is much faster than the rest of

the approximations. Clark's method also provides signi�cant computational savings

over both the dependent and the independent Kolmogorov methods. As is usually

the case, increased accuracy and information accompanies increased computation.

This concludes the study of the tandem queue. To summarize, both Clark's and
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Table I. Results for Nonstationary M/M/1 Queue

Test case Average Percent Error, e

ave

, in %

parameters John. Rider Rothkopf Chang Clark

�

�

a T M(t) M(t) M(t) V (t) M(t) V (t) M(t) V (t)

0.5 1.0 10 28.96 9.77 1.98 11.27 3.39 5.00 0.05 0.47

0.5 1.0 20 28.35 11.75 4.28 21.06 6.21 9.37 0.17 0.65

0.5 1.0 40 25.76 14.24 7.32 32.02 10.60 16.07 0.64 1.96

0.5 1.0 60 24.25 16.48 8.65 33.88 9.97 19.25 1.03 2.47

0.5 1.0 80 22.17 17.04 8.99 32.19 15.68 17.41 1.24 2.70

0.5 1.0 100 19.60 14.92 8.18 20.33 14.77 18.63 1.17 2.75

0.5 1.0 120 17.45 13.03 4.51 11.37 6.60 21.80 0.86 2.19

0.9 0.25 10 12.26 4.82 2.52 9.26 1.27 4.50 0.19 0.67

0.9 0.25 20 7.59 3.71 2.37 11.26 1.08 4.39 0.17 0.76

0.9 0.25 40 6.44 3.81 1.72 13.10 1.50 5.65 0.47 1.20

0.9 0.25 60 7.08 4.13 2.12 14.26 2.05 7.72 0.85 1.71

0.9 0.25 80 7.88 4.37 2.74 15.13 2.64 10.26 1.23 2.20

0.9 0.25 100 8.47 4.65 3.41 15.79 3.22 13.22 1.58 2.73

0.9 0.25 120 8.89 5.09 3.96 16.25 3.89 16.52 1.88 3.27
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Fig. 5. e

ave

for stationary tandem queue, M

0

= 0.
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Table II. CPU Times for Stationary Tandem Queue

Test case CPU time for VAX 8650 , in secs.

parameters Exact Independent

�

�

T

final

Kolmogorov Kolmogorov Chang Clark

0.1 39 20.76 0.51 0.08 0.16

0.3 56 24.21 0.48 0.07 0.27

0.6 120 44.96 0.84 0.04 0.43

0.8 300 119.89 2.27 0.05 1.44

Chang/Wang's performed strongly for all tests when � > 0:3. For low utilization cases,

the approximations incurred larger errors with respect to e

ave

and e

wor

. This however

was due to numerical accuracy problems for small values of the mean coupled with

large values (close to one) of P0 in both queues. The e

wor

criterion in the Appendix

did not show any model weakness for the low utilization cases.
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APPENDIX A

SUPPLEMENTAL RESULTS
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Fig. 6. Rothkopf/Oren's

c

P

0

results for stationary M/M/1 queue.
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